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A B S T R A C T   

One of the main challenges in modeling compositional transport in tight formations is to include the complex 
interaction of chemical species with rock surfaces. Such interactions result in compositional variations near the 
surfaces, which can significantly affect the compositional diffusive transport through tight pores. 

This paper presents the application of the Multicomponent Potential Theory of Adsorption (MPTA) for the 
fluid compositions in the central and near-wall sorbed layers subject to a wall chemical potential. The two-layer 
approximation of MPTA is implemented in the diffusive transport simulation that computes the mass transfer 
driven by fugacity gradient based on the dusty gas model for the central and sorbed layers of pores. This 
simulator uses a partially implicit formulation to solve the multiphase multicomponent mass transfer equations 
including the sorbed layer. 

The main novelty of this paper lies in the detailed analysis of the interplay between fluid components and rock 
surfaces, which became possible with the two-layer MPTA coupled with multicomponent diffusion. The diffusion 
simulation for a ternary case of methane, n-butane, and n-decane with the approximate MPTA shows that the 
sorption and capillary pressure can cause the compositional segregation between the central and sorbed layers. 
The segregation enhances the rates of methane injection and n-decane production in their counter-current 
diffusion. Methane (the lightest) is transported deep into the reservoir by diffusing through the central layer 
while n-decane (the heaviest) is diffused primarily through the sorbed layer. n-Butane (the intermediate) does 
not show preferential partitioning into either layer, resulting in relatively inefficient transport. In the absence of 
sorption and capillary pressure, the countercurrent diffusion occurs between methane (the lightest) and n-butane 
(the intermediate) while n-decane (the heaviest) remains nearly immobile. That is, whether the simulation 
considers the surface-fluid interactions can substantially affect the compositional transport (e.g., produced fluid 
composition) through tight porous media. 

The multicomponent Langmuir model is often used for computing the sorbed excess in micropores. However, 
results show that the Langmuir model becomes physically inconsistent at high pressures because it predicts a 
monotonically increasing function of pressure. The new approach developed in this research is sufficiently 
flexible and reasonably accurate for modeling multicomponent sorption at high pressures.   

1. Introduction 

Advances in hydraulic fracturing enabled the development of pre-
viously inaccessible oil and gas in tight reservoirs. The primary recovery 
from such reservoirs has been inefficient (Gherabati et al., 2018). 
Therefore, gas injection, often with a cyclic injection-production 
scheme, has been pilot tested and implemented to increase the pro-
duction. However, the existing theory and experience in gas injection for 
conventional reservoirs may not be entirely applicable to these tight 

reservoirs because fluids and their transport through small pores can 
substantiate different physical phenomena, such as sorption and capil-
lary pressure. 

Sorption alters the fluid density and composition distribution across 
pores and the transport coefficients. The most widely used model for 
those phenomena is the Multicomponent Langmuir (ML) model for the 
number of excess moles caused by the interaction with the pore wall and 
the surface diffusion coefficients for the transport of sorbed species. ML 
assumes a fixed number of sorption sites and a constant kinetic rate of 

* Corresponding author. 
E-mail addresses: sachour@utexas.edu (S.H. Achour), okuno@austin.utexas.edu (R. Okuno).  

Contents lists available at ScienceDirect 

Journal of Petroleum Science and Engineering 

journal homepage: www.elsevier.com/locate/petrol 

https://doi.org/10.1016/j.petrol.2022.111262 
Received 30 July 2022; Received in revised form 11 September 2022; Accepted 16 November 2022   

mailto:sachour@utexas.edu
mailto:okuno@austin.utexas.edu
www.sciencedirect.com/science/journal/09204105
https://www.elsevier.com/locate/petrol
https://doi.org/10.1016/j.petrol.2022.111262
https://doi.org/10.1016/j.petrol.2022.111262
https://doi.org/10.1016/j.petrol.2022.111262
http://crossmark.crossref.org/dialog/?doi=10.1016/j.petrol.2022.111262&domain=pdf


Geoenergy Science and Engineering 221 (2023) 111262

2

adsorption and desorption. The mathematical expression derived for ML 
predicts the additional (or “excess”) number of moles sorbed on the pore 
wall caused by sorption. ML shows a monotonically increasing number 
of excess moles with pressure and an asymptotic excess mole number 
(Butt et al., 2003). 

The main advantage of ML is that its simple formulation can be 
directly implemented in a flash calculation (Sandoval et al., 2018) or a 
reservoir simulator (Cao, 2018; Computer Modelling Group, 2016). As 
will be shown in this paper, however, the asymptotically increasing 
function of pressure causes physically inconsistent sorption at high 
pressures. Also, molecular dynamics simulations of oil mixtures showed 
that these mixtures do not form a single layer of adsorbed molecules per 
sorption site unlike the single-layer assumption of ML; rather, the fluid 
density continuously changes from the pore wall to the pore center 
because of the interaction of fluid molecules with the pore walls (Baek 
and Akkutlu, 2019). Some modifications to the standard ML model have 
been used (Sandoval et al., 2018; Weniger et al., 2010) to better match 
dense gases and liquids that do not fit the standard ML. However, no 
evidence has been shown that these modifications work accurately for 
multicomponent mixtures at high pressures and temperatures. More-
over, there is no framework for efficient computation of adsorption of 
liquid-like heavy hydrocarbons in reservoir simulators. One of the ob-
jectives of this paper is to provide a suitable methodology for estimating 
sorption in multicomponent liquid mixtures in tight reservoirs. 

More fundamental approaches to computing the effect of sorption 
consist of computing the full density and composition distribution across 
a pore based on an equation of state and a wall potential (Jin and Fir-
oozabadi, 2016; Ma and Jamili, 2016; Sandoval et al., 2018). Imple-
mentations of this approach are based on the Multicomponent Potential 
Theory of Adsorption (MPTA) (Shapiro and Stenby, 1998), the Simpli-
fied Local Density (SLD) (Rangarajan et al., 1995), and the Engineering 
Density Functional Theory (EDFT) (Evans, 1979). However, this 
approach is generally computationally expensive and has not been used 
in reservoir simulators for reservoir-scale calculation. To our knowl-
edge, the only example of such implementation is that of Cihan et al. 
(2019). However, their approach is computationally expensive and un-
likely feasible for reservoir-scale simulation. 

Fickian surface-diffusion models have been used to compute the flow 
of sorbed species in tight porous media (Shen et al., 2018a). Akkutlu and 
Fathi (2012) were the first to implement this model in a compositional 
reservoir simulator to compute mass transfer in shales and found that 
gas surface diffusion can become the dominant transport mechanism. 
Many authors including Wu et al. (2016), Shen et al. (2018b), Zhang 
et al. (2020) calibrated Fickian surface-diffusion model on experimental 
measurements of transport rates in shale cores and showed that this 
mechanism dominates total gas mass transfer in nanopores, especially in 
the presence of high organic pores content. 

These surface diffusion models are based on Fick’s law except that 
the driving force is the concentration gradient on the pore wall as given 
by the sorption model. It is straightforward to derive an analytical so-
lution to it or implement it in a reservoir simulator because of the 
simplicity of Fick’s law. However, this approach requires the calibration 
of many transport parameters that cannot be experimentally decoupled 
from other transport parameters, such as permeability, slip length, and 
diffusion coefficients. Many calibration parameters tend to cause a risk 
of over-fitting. In addition, all Fickian surface-diffusion models were 
developed and calibrated for surface transport of pure methane or other 
dry natural gases. There is no existing framework for modeling surface 
transport in the presence of liquid mixtures in a reservoir simulator. This 
paper presents a new approach to modeling surface transport that can be 
applied to any mixture including liquids by coupling the diffusive 
transport model calibrated with the measured transport coefficients for 
bulk fluid mixtures and the sorption model that computes the density of 
a sorbed layer. 

This paper presents the first simulation model that can capture the 
enhanced segregated transport during gas injection in tight porous 

media by properly including sorption in the equilibrium and transport 
equations. The MPTA method is applied with a discretized pore con-
sisting of two regions to compute the equilibrium at a constant total pore 
volume and number of moles. In each region, a flash calculation mini-
mizes the Helmholtz free energy at a fixed volume and number of moles 
while including the effect of capillary pressure (Achour and Okuno, 
2021). The simulator models thermodynamic fluid properties using the 
Peng-Robinson equation of state (PREOS) (Robinson and Peng, 1978). 
The flow simulator uses the Dusty Gas Model (Achour and Okuno, 2022) 
to compute the diffusion coefficients in the bulk and sorbed layers based 
on the corresponding thermodynamic state variables. 

2. Method 

This section presents the formulation for solving the equilibrium 
composition distribution across a discretized pore subject to a wall po-
tential at a fixed temperature, the total number of moles, and volume 
based on the MPTA. Then, it introduces the algorithm used to solve this 
problem. Finally, it explains how the MPTA algorithm is implemented in 
our in-house, Tight Reservoir Simulator (TigReS), to solve the mole 
balance equations for both layers to compute the fluxes between grid 
blocks at each time step. 

In this paper, the term “regions” refers to the discretized pore vol-
umes used to calculate the equilibrium pore composition distribution, 
and the term “grid blocks” refers to discretized reservoir rock volumes 
used in transport simulations. 

This simulator is based on individually validated models. The nu-
merical diffusion simulation in nanopores was validated against exper-
imental measurements in Achour and Okuno (2022). The sorption 
model parameters were calibrated by Sandoval et al. (2018) based on 
experiments with Marcellus shale cores conducted by Wang et al. 
(2015). The validation of the entire simulator based on huff-and-puff 
experiments with shale cores requires the coupling of diffusion with 
Darcy flow, which is outside the scope of this paper. 

2.1. Formulation 

The MPTA (Shapiro and Stenby, 1998) formulates the equilibrium in 
a pore as the solution to the equation 

ln fi,r −
εi,r

RT
= ln fi,Nr (1)  

where i = 1,....,NC and r = 1, ..., (Nr-1) for Nc components and Nr regions. 
R, T, fi,r, and εi,r are the universal gas constant, temperature, fugacity, 
and wall potential for component i in region r. The solution of Equation 
(1) is subject to two types of constraints. The first type constrains the 
entire pore, and includes the mole balance 

ni =
∑Nr

r=1
ni,r (2)  

where i = 1,…,NC and volume balance 

V =
∑Nr

r=1
Vr (3)  

where ni, V, ni,r and Vr are the total number of moles of component i, the 
total pore volume, the number of moles of component i in region r, and 
the volume Vr of region r. The second type constrains each region, and 
consists of the minimum number of moles, 

ni,r > 0 (4)  

where i = 1,…,NC and r = 1,…,Nr, and minimum molar volume 
constraints, 
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∑Nc

i=1
ni,rbi < Vr (5)  

where r = 1,…,Nr. 
In the above, bi is the co-volume parameter for the cubic equation of 

state assuming van der Waals mixing rules. 
This problem has Nc(Nr − 1) independent variables ωi,r (i = 1,…,Nc 

and r = 1,…,Nr − 1). The gradient vector can be derived by rewriting 
Equation (1) as 

gS
i,r = ln fi,r −

εi,r

RT
− ln fi,Nr (6)  

where i = 1,…,NC and r = 1,…,(Nr− 1). 
The Jacobian matrix is the derivative of (6) with respect to the in-

dependent variables ωi,r 

J(i,j),(j,s) = nj

(

δr,s

(
∂ln fi,r

∂nj,r
−

∂
∂nj,r

(εi,r

RT

))

+
∂ln fi,Nr

∂nj,Nr

+
∂

∂nj,Nr

(εi,Nr

RT

))

, (7)  

where i = 1,…,Nc, j = 1,…,Nc, r = 1,…,Nr, s = 1,…,Nr, and δr,s is the 
Kronecker delta function which is 1 if r = s and 0 otherwise. Appendix A 
provides derivations for the analytical expressions for the derivatives of 
the logarithm of the fugacity. 

The calculations presented in this paper use the Dubinin- 
Radushkevich-Astakhov (DRA) (Dubinin, 1985) wall potential 

εi,r = εi0

(

ln
(

z0

z

))1/β

(8)  

where i = 1,…,NC. 
In Equation (8), β and εi0 are calibration parameters, and z0 and z are 

the total pore volume per mass of solid rock and the volume of fluid 
between the pore wall and a certain point in the pore per mass of solid 
rock. Equation (8) can be rewritten as εi,r = εi0(ln(ζ))1/β as a function of a 
dimensionless volume ζ = z/z0, which varies from 0 (on the pore wall) 
to 1 (at the pore center). The DRA potential is not a function of the 
number of moles in the discretized pore region; therefore, its derivative 
is 

∂εi,r

∂nj,r
=

∂εi,Nr

∂nj,Nr

= 0. (9)  

2.2. Algorithm 

The algorithm uses the Newton-Raphson method to solve Equation 
(1) using a nested loop of flash calculations based on Dawass et al. 
(2016). Unlike Dawass et al. (2016), however, we enforce constraints 
Equations (4) and (5) by using an underrelaxation method without 
removing a component from the region completely. Dawass et al.’s 
(2016) algorithm also assumes that each region contains a single phase 
only. The algorithm presented in this paper uses the 
isothermal-isochoric flash calculation including the capillary pressure to 
compute the phase equilibrium in each region (Achour and Okuno, 
2020). 

The initial guesses are set to ωi,r = 1/Nr (i = 1,…,Nc, and r = 1,…,

Nr) when initializing the simulation. During the flow simulation, how-
ever, the simulator uses ωi,r from the previous timestep or the previous 
Newton update of the mole balance equations as the initial guess. A 
description of the sequential iteration scheme is presented below, and 
followed by some details on steps 3, 4, and 5. 

Step 1. Run flash calculations for each region at a fixed number of 
moles ni,r and volume Vr where i = 1,…,Nc and r = 1,…,Nr. 

Step 2. Calculate the gradient gS using Equation (6) and the Jacobian 
matrix J with Equation (7). 

Step 3. Solve for the Newton direction Δωk
i,r← − α1J− 1gS (i = 1,…,Nc 

and r = 1,…,Nr) where α1 is a user-defined under-relaxation coefficient. 

Step 4. Calculate the under-relaxation coefficient necessary to enforce 
the minimum molar volume constraint 

α2 = min
r=1,…,Nr

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

γ2

Vr −
∑Nc

i=1
bini,r

∑Nc

i=1
biniΔωk

i,r

if
∑Nc

i=1
biniΔωk

i,r > 0, 1

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(10)   

Step 5. Calculate the under-relaxation coefficient necessary to enforce 
the minimum number of moles constraint 

α3 = min
r=1,…,Nr
i=1,…,Nc

{

− γ2
ωi,r

Δωk
i,rα2

if Δωk
i,r < 0, 1

}

(11)   

Step 6. Update the independent variables ωk
i,r←ωk− 1

i,r + α2α3Δωk
i,r 

where i = 1,…,Nc and r = 1,…,Nr. Set ωk
i,Nr

←ωk− 1
i,Nr

− α2α3
∑Nr − 1

r=1 Δωk
i,r 

where i = 1,…,Nc. 

Step 7. Check for convergence. If 
⃒
⃒
⃒
⃒gS
⃒
⃒
⃒
⃒
∞ ≤ εMPTA, then stop. Other-

wise, set k←k+ 1. In this research, εMPTA is 10− 10. 
In Step 3, α1 is an underrelaxation parameter which is set to 0.5 if 

⃒
⃒
⃒
⃒gS
⃒
⃒
⃒
⃒
∞ > 10− 2 and Nr = 100. When Nr = 2, α is set to 1. γ2 is the user- 

defined parameter that should be set to a value less than 1. All the cal-
culations presented in this paper use γ2 = 0.8. 

2.3. Implementation in a flow simulator 

This section explains the methodology for approximating the 100-re-
gion MPTA calculation with a 2-region MPTA calculation to account for 
the density distribution across the pore when computing the fluxes in the 
reservoir simulation. Fig. 1 schematically summarizes the process of this 
approximation. 

First, the 100-region MPTA calculation computes the composition 
and density distribution at a constant temperature, total pore volume, 
and number of moles of each component. Fig. 1b shows a schematic for a 
molar density ρ distribution across a pore as a function of z. The hori-
zontal dashed line represents the molar density at the center of the pore 
ρ0. The number of bulk moles nb per mass of solid rock ms is nb

ms = ρ0z0, 

Fig. 1. Schematic of a pore split into the central and sorbed layers.  
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which represents the number of moles in the pore if there is no inter-
action with the pore wall and the density is uniformly equal to ρ0. The 
pressure evaluated at the composition and density at the center of the 
pore is called the bulk pressure Pb. The number of excess moles nex per 
mass of solid rock ms is equal to the shaded area between the ρ curve and 
the ρ0 dashed line 

nex

ms =

∫z0

0

(ρ − ρ0)dz. (12) 

The number of excess moles represents the additional number of 
moles present in the pore because of the interactions with the pore wall. 

The next step is to split the pore into a central and a sorbed layer such 
that the sorbed layer is the volume adjacent to the pore wall which 
contains most of the excess moles. The vertical dashed line in Fig. 1b 
creates a sorbed layer with a volume fraction SS and a central layer 
volume fraction SC = 1 − SS. Fig. 1c shows the average density for both 
layers. Fig. 1d schematically shows the geometry of these two concentric 
layers in the pore. Note that the density in the central layer is close to, 
but not equal to ρ0 in Fig. 1c. 

In the simulation in this research, the densities and compositions of 
both layers are approximated by a 2-region MPTA calculation at a fixed 
sorbed layer volume fraction to accelerate the calculation. In this 2-re-
gion approximation, the sorbed and central layers are the region adja-
cent to the pore wall and the central region of the pore, respectively. 

The in-house simulator, TigReS, uses the Dusty Gas Model (DGM) 
(Achour and Okuno, 2022) to compute the diffusion coefficients in both 
layers as a function of the density and composition of each layer. The 
mole balance is solved using a partially implicit method, where only the 
fugacities and mole numbers are treated implicitly in the mole balance 
equation 

nt+1 − nt − Rt
Cf t+1

C − Qt
C − Rt

Sf t+1
S = 0. (13)  

In Equation (13), t is the time step index, n is the vector containing the 
total number of moles in each grid block for each component, and f is the 
vector containing the fugacities of each component in each grid block, R 
is the transmissibility matrix containing DGM diffusion coefficients, and 

Q is the vector containing the boundary condition information as 
described by Achour and Okuno (2022). The subscripts C and S repre-
sent the central and sorbed layers, respectively. 

The transmissibility coefficient matrix accounts for the presence of 
multiple phases and layers by using the saturation-weighted sum of 
diffusion coefficients and multiplying by the layer volume fraction. The 
transmissibility between the grid blocks k and k − 1 for layer L is 

Rk− 1
2

L = SL

(
∑Np

j=1
𝒟j,LSj,L

)k− 1/2
2AkAk− 1

ΔxkAk− 1 + Δxk− 1Ak
(14)  

where SL is the L (L = C, S) layer volume fraction, 𝒟j,L and SjL are the 
upwinded diffusion coefficient matrix and saturations for phase j within 
layer L, and Ak Ak− 1 Δxk Δxk− 1 are the cross-sectional area and lengths of 
grid blocks k and k-1. TigReS calculates the upwinded diffusion co-
efficients and phase saturations based on the sum of fugacities where  

- 

(
∑Np

j=1𝒟j,LSj,L

)k− 1/2

=

(
∑Np

j=1𝒟j,LSj,L

)k

if
∑Nc

i=1fk
i >

∑Nc
i=1fk− 1

i ,

- otherwise, (
∑Np

j=1𝒟j,LSj,L)
k− 1\/2

= (
∑Np

j=1𝒟j,LSj,L)
k− 1

.

3. Case studies 

This section demonstrates the practical advantages of the algorithms 
developed in this research. Case 1 provides a general overview of our 
MPTA algorithm by explaining how it computes the number of excess 
moles, benchmarking with another paper’s calculations for pure ethane. 
It also presents the computational efficiency of using the 2-region MPTA. 
Case 2 compares the calculation of ethane excess moles with ML and 
MPTA. Case 3 shows example calculations for 2 and 100 regions with a 
ternary mixture and explains how to select an optimal sorbed layer 
volume fraction for flow simulation. Case 4 shows an example simula-
tion of diffusion for the same ternary mixture as in case 3 with and 
without capillary pressure and sorption. 

Fig. 2. Density distribution in the pore calculated using the MPTA calculation for pure ethane at 323 K and a bulk pressure of (a) 1 bar, (b) 10 bar, (c) 100 bar, and 
(d) 1000 bar. In each plot, the shaded area represents the area integrated to calculate the number of excess moles and the dashed one represents the physical 
maximum molar density where there would be no more empty space between molecules. 
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3.1. Case 1 

This subsection first explains how the MPTA method calculates the 
number of excess moles, and then it benchmarks the excess moles 
calculated for pure ethane with the data in the literature. It shows that 
using only 2 regions can accelerate the calculation while keeping a 
reasonable level of accuracy for a pure ethane fluid. 

Wang et al. (2015) reported the experimentally measured number of 
excess moles for the measured porosity of φ = 3.1%. Sandoval et al. 
(2018) fitted Wang et al.‘s sorption data with the MPTA method with the 
parameters β = 1.02, ε/R = 724.8 K− 1, and z0 = 11.23 mm3/g in their 
supporting information. The critical temperature, pressure, and acentric 
factor of ethane are 305.3 K, 48.72 bar, and 0.0995, respectively. 

Fig. 2 shows the density distribution computed using a 100-region 
MPTA calculation as a function of dimensionless volume from the 
pore wall ζ at 323 K and a bulk pressure Pb of (a) 1 bar, (b) 10 bar, (c) 
100 bar, and (d) 1000 bar. Each region in the 100-region calculation 
contains 1% of the pore volume and each region in the 2-region calcu-
lation contains 50% of the pore volume. The shaded area represents the 
number of excess moles nex per mass of solid rock ms. In Fig. 2, the 
dashed line indicates the density at which V = b, where V and b are 
respectively the molar volume and the co-volume parameter for the 
cubic equation of state. Physically, b represents the molar volume at 
which the molecules are packed so close together that there is no more 
free space. 

Ocular inspection of the density profiles suggests the existence of a 
sorbed layer containing the majority of the excess moles occupying 
about 20% of the pore volume at 1 bar and 50% at 10 bar. Note that the 
increase in density is not caused by a phase transition since the tem-
perature is greater than the critical temperature of ethane. At 100 and 
1000 bars, it is harder to visually identify a sorbed layer. Hence, a 
mathematical definition will be presented in section 3.3 to split the pore 
into a central and sorbed layer at all pressures. 

Another subtle observation is that the number of excess moles rep-
resented by the shaded area increases from 1 to 10 bars but decreases 
from 10 to 100–1000 bar. This is because the bulk density ρ0 approaches 
the dashed line as the bulk pressure Pb increases. This decreases the 
range of density values that can span the density distribution from the 
pore center to the wall. Consequently, the number of excess moles tends 
to decrease with increasing pressure. At the limit of infinite pressure, the 
density profile will reach the dashed line; that is, 

lim
Pb→∞

nex = 0. (15) 

The maximum molar density of a multicomponent mixture is a 
function of the local composition and would not form a straight line like 
the dashed lines in Fig. 2. As will be shown in section 3.3, the number of 
excess moles is a decreasing function of pressure at high pressures even 
for multicomponent mixtures. 

In Fig. 3, the bold line shows the sum of the excess moles nex and bulk 
nb moles per mass of solid rock ms calculated by the MPTA imple-
mentation of Sandoval et al. (2018). The hollow circles and squares are 
calculated by the algorithm presented in this paper using 100 and 2 
equivolume regions, respectively. The comparison of the numerical so-
lution of our 100-region MPTA with Sandoval et al. (2018) shows good 
agreement. Also, the 2-region calculation reasonably approximates the 
100-region calculation at high bulk pressures, although it un-
derestimates at low bulk pressures. This underestimation comes with a 
substantially reduced computational cost of the MPTA calculation as 
described below. 

Fig. 4 shows the computational time for calculating all the data 
points in Fig. 3 with different numbers of regions in the x-axis divided by 
the computational time with 2 regions (i.e., pure ethane at 323 K). The 

Fig. 3. Comparison of the MPTA calculation by Sandoval et al. (2018) for pure 
ethane at 323 K and the MPTA algorithm used in this paper with Nr = 100 and 
Nr = 2. 

Fig. 4. Ratio of the computational times with various Nr values to the 
computational time with Nr = 2 for MPTA calculations at the bulk pressure data 
points in Fig. 3. 

Fig. 5. Comparison of the number of excess moles calculated by ML and MPTA 
with Nr = 100 and Nr = 2 for pure ethane at 323 K. Experimentally measured 
values are shown by hollow circles. 
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computational time of this calculation is dominated by the stability 
analysis (Achour and Okuno, 2020) in each region as part of Step 1 in 
Section 2.2. This figure shows that the 2-region MPTA is about 70 times 
faster than the 100-region MPTA. 

3.2. Case 2 

This case compares the multicomponent sorption calculation of 
MPTA and ML for pure ethane at 323 K calibrated for a Marcellus shale 
sample. This case is based on the same dataset as the one used in case 1. 
Sandoval et al. (2018) calibrated an ML model 

nex

ms = nmax
bf

1 + bf
(16)  

for the same experimental data as the MPTA model in case 1 with the 
parameters nmax = 0.234 mmol/g, b = 0.0986 bar− 1, and where f is the 
fugacity of ethane. 

Fig. 5 shows the number of excess moles nex per mass of solid rock ms 

as predicted by ML, the 100-region and 2-region MPTA calculation, and 
the experimentally measured values with hollow circles. Although the 
ML fits the experimental data and 100-region MPTA at low bulk pres-
sures, it significantly deviates from the 100-region MPTA calculation at 
high bulk pressures because ML is always a monotonically increasing 
function with bulk pressure. As explained in section 3.1, the number of 
excess moles is expected to be non-monotonic and converge to 0 at high 
bulk pressures for pure substances. That is, ML is fundamentally inac-
curate for predicting the number of excess moles at reservoir pressures. 
The 2-region MPTA is also non-monotonic, although it is not accurate at 
low bulk pressures. At high bulk pressures, however, it converges to the 
value predicted by Nr = 100. 

Fig. 6 shows the sum of the bulk moles nb calculated by the equation 
of state and the excess moles nex from Fig. 5 per mass of solid rock ms. 

The dashed line indicates the number of moles in the pore volume at 
which V = b, where V and b are the molar volume and the co-volume 
parameter given by the cubic equation of state, respectively. Although 
ML approximates the MPTA prediction well at low bulk pressures, it 
deviates significantly at high bulk pressures and exceeds the maximum 
density line V = b. This means that the sorbed layer density is calculated 
to be greater than the maximum density for ethane; this re-confirms the 
inaccuracy of ML at high bulk pressures. Consequently, transport coef-
ficient models cannot be used to compute the transport coefficients for 
the sorbed layer since the density is outside the range of values that they 
are calibrated for. On the other hand, the Nr = 2 line systematically 
underestimates the MPTA Nr = 100 line on average by 0.017 mmol/g. 
However, it approaches the Nr = 100 line at high bulk pressures and is 
fundamentally guaranteed to not exceed the V = b line because it is 
subject to Equation (5). 

Careful investigation of the literature shows that the number of 
excess moles is a decreasing function of pressure at higher bulk pressure 
even for pure substances predicted by molecular dynamics simulation 
and experimental measurements (Jin, 2018; Baek and Akkutlu, 2019; 
Gong et al., 2020; Clarkson and Haghshenas, 2013; Barsotti et al., 2016; 
Huang et al., 2018). The most common description of this phenomenon 
appears to be that molecules tend to start desorbing from the surface at 
higher pressure when the substance becomes supercritical (Klewiah 
et al., 2020). To the authors’ knowledge, no thorough analysis has yet 

Fig. 6. Comparison of the sum of ML, and MPTA with Nr = 100 and Nr = 2 for 
pure Ethane at 323 K. 

Table 1 
Parameters for the PR EOS, MPTA, interfacial tension, and viscosity used in case 3.   

Tc Pc ω Vc MWt ε/R Parachor BIP  

K Bar  cc/mol g/mol K− 1  C1 nC4 nC10 

C1 190.6 46.60 0.008 99.0 16.04 506.6 74.05 0 0 0.0422 
nC4 425.2 38.00 0.193 255.0 58.12 1161.2 193.9 0 0 0.0078 
nC10 605.5 23.60 0.463 574.0 134.0 2470.3 440.69 0.0422 0.0078 0  

Table 2 
Reservoir and fluid properties used to calculate the capillary pressure in case 3.  

k φ τ T P r γ z0 β 

mD   K bar nm  mmol/g  
2. × 10− 4 10% 33 390 100 8 3.88 11.23 1.02  

Fig. 7. Comparison of the number of excess mole per mass of solid rock 
calculated by ML and MPTA with Nr = 100 and Nr = 2 for pure Ethane at 323 
K. Experimentally measured values are shown by hollow circles. 
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explained why the number of excess moles must decrease at a high bulk 
pressure. The fundamental reason, which has not been explained in the 
literature, is simply that the density at the pore center ρb must tend to its 
maximum value across the pore with increasing bulk pressure, as shown 
in section 3.1. The physical inconstancy of the monotonically increasing 
ML at high bulk pressure has never been carefully explained likely 
because sorption is only measured at low bulk pressures with light gases 
where experimental measurements and ML are generally accurate. 

3.3. Case 3 

This case compares the accuracy of the 2-region approximation with 
a full MPTA calculation and demonstrates the method for determining 
the sorbed layer volume fraction for a ternary mixture of methane (C1), 

n-butane (nC4), and n-decane (nC10) at 390 K and 100 bar. Table 1 
shows the critical temperature Tc, the critical pressure Pc, the acentric 
factor ω, the critical volume Vc, the molecular weight MWt, the DRA 
wall potential parameter divided by the universal gas constant R taken 
from Sandoval et al. (2018), the parachor parameters, and the binary 
interaction parameters (BIP). Table 2 shows the reservoir properties 
used for this case including the parachor exponent γ, and the DRA pa-
rameters z0 and β. The pore size and permeability were taken from 
Milliken et al. (2013) and the tortuosity was calculated using the 
Carman-Kozeny relationship (Peters, 2012) τ = φr2

H/2k, where φ, k, and 
rH are porosity, permeability, and hydraulic radius approximated as the 
average pore radius r. DRA parameters were taken from Sandoval et al. 
(2018). The pore size and parachor model for the interfacial tension 

Fig. 8. Composition profiles across a Marcellus shale pore at 390 K and 100 bar calculated with MPTA and the Young-Laplace capillary pressure for two 8-nm pores 
containing a mixture of (a) (b) 10% C1 30% nC4 and 60% nC10, and a mixture of (c) (d) C1 30% C1 30% nC4 and 40% C10. The phase envelope at 139 bar includes the 
effect of capillary pressure. 

Fig. 9. Density profiles across a Marcellus shale pore at 390 K and 100 bar calculated with MPTA and the Young-Laplace capillary pressure for an 8 nm pore 
containing (a) 10% C1, 30% nC4, and 60% C10, and (b) 30% C1, 30% nC4, and 40% C10. The dotted line represents the normalized integral of the difference between 
the density and the density at the center of the pore. 
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were used to compute the capillary pressure based on the Young-Laplace 
model. 

Fig. 7 shows the excess moles for a mixture of 10% C1, 30% nC4, and 
60% nC10 as a function of bulk pressure. The number of excess moles 
drops at 50 bar because the phase transition from gas to oil occurs at the 
pore center. The main purpose of this plot is to provide further evidence 
that the number of excess moles is a decreasing function of bulk pressure 
at high bulk pressures even for multicomponent mixtures as shown for 
pure substances in sections 3.1 and 3.2. 

Fig. 8ab show the composition distribution calculated using 100 
discrete regions for a pore containing 10% C1, 30% nC4, and 60% C10. 
Fig. 8cd show them for 30% C1, 30% nC4, and 40% C10. On the ternary 
diagrams (Fig. 8ac), the overall composition is represented by a cross. 
For reference, Fig. 8c includes the phase envelope at 139 bar and 390 K 
and a tie-line which separates the fluid compositions near the pore 
center and the pore wall. For both mixtures, lighter and heavy 

components appear to segregate from the pore center to the pore wall. At 
the pore wall, this trend reverses for a very small fraction of pore vol-
ume. This reversal is also observable in Fig. 8a and c. 

Fig. 9 shows the density distribution for a pore containing (a) 10% 
C1, 30% nC4, and 60% C10 and (b) 30% C1, 30% nC4, and 40% C10. The 
dotted line shows the excess fraction, which is the fraction of the excess 
moles contained in the sorbed layer 0 < ζ < SS; that is, 

nex
S (SS)

nex =

∫SS

0

(ρ − ρ0)dζ
/
∫1

0

(ρ − ρ0)dζ. (17) 

To split the pore into a central and sorbed layer, we define the sorbed 
layer such that it contains 80% of the total sorbed amount. The resulting 
sorbed layer volume fractions are 59% for Fig. 9a and 69% for Fig. 9b. 
The compositions of the sorbed and central layers are shown in Fig. 10 
with hollow green and red circles. The central layer of the second 
mixture (Fig. 10b) splits into two phases at equilibrium as labeled as oil 
and gas. The calculation was repeated with 2 regions using 59% and 
69% sorbed layer volume fractions with the same overall compositions 
and volumes as for the 100-region calculation. The compositions of both 
layers are shown with hollow squares. The 2-region calculation is shown 
to reasonably approximate the compositions of the central and sorbed 
layers for both cases. 

Fig. 11 shows the average deviation of layer composition and molar 
volume over the entire composition space between the 100-region 
calculation and the 2-region approximation as a function of the sorbed 
layer volume fraction used in the 2-region approximation. At each point 
in composition space, the sorbed layer volume fraction is fixed at SS for 
Nr = 2 while it is determined based on the 80% threshold condition for 
the 100-region calculation. The deviation is calculated as the sum of 
deviations 

εS =

∑

Samples

∑

L=S,C

(⃒
⃒
⃒
⃒

ln(V2,L)− ln(V100,L)
ln(V100,L)

⃒
⃒
⃒
⃒+
∑Nc

i=1

⃒
⃒
⃒
⃒

ln(xi,L,2)− ln(xi,L,100)
ln(xi,L,100)

⃒
⃒
⃒
⃒

)

2N(Nc + 1)
(18)  

for N = 66 uniformly distributed sample points in composition space 
and both layers. The first, second, and third subscripts of the component 
mole fraction x denote the component index, the layer index, and the 
number of regions used in the MPTA calculation. The first and second 
subscripts of molar volume V represent the number of regions used in 
the MPTA calculation and the layer index. The deviation of the loga-

Fig. 10. Mole fraction distribution profiles across a Marcellus shale pore at 390 K and 100 bar calculated with MPTA and the Young-Laplace capillary pressure for an 
8-nm pore containing (a) 10% C1, 30% nC4, and 60% nC10 and (b) 30% C1, 30% nC4, and 40% nC10. The black cross, hollow circles, and hollow squares represent the 
overall compositions of the pore, and the layer compositions calculated using 100 and two regions, respectively. The phase envelopes have been calculated at an oil 
pressure of 110 bar for the 100-region central layer and 126 bar for the 2-region central layer. 

Fig. 11. Average deviation in layer compositions and molar volume calcula-
tions between 2 and 100 regions uniformly distributed samples in composition 
space as a function of the fixed sorbed layer volume fraction for the 2-re-
gion MPTA. 
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Fig. 12. Cumulative moles recovered and injected for 2 years of continuous diffusion of methane into a Marcellus shale reservoir containing a mixture of 30% n- 
butane and 70% n-decane (a) with capillary pressure and sorption, (b) without capillary pressure and sorption. Bold, dashed, and dotted lines represented injected 
methane and produced n-butane and n-decane, respectively. 

Fig. 13. Mol fraction profile after 2 years of continuous methane injection into a Marcellus shale containing a mixture of 30% n-butane and 70% n-decane including 
both capillary pressure and sorption (a) for the central layer, (b) for the sorbed layer and (c) overall, and (d) excluding capillary pressure and sorption. Bold, dashed, 
and dotted lines represented injected methane and produced n-butane and n-decane, respectively. 

Fig. 14. Composition route after 2000 days of 
continuous methane injection into a Marcellus shale 
containing a mixture of 30% n-butane and 70% n- 
decane including (a) both capillary pressure and 
sorption, and (b) excluding capillary pressure and 
sorption. On (a), the bulk and sorbed layer composi-
tion routes are shown with a bold and dashed line, 
respectively. Phase envelopes are drawn with a red 
circle for a critical point for oil pressures of (a) 84.26 
bar and (b) 100.05 bar. Lines in the two-phase zone 
for (a) and (b) are tie-lines.   
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rithm of x and V is used to decrease the effect of the different levels of 
variability in the molar volume and composition. The deviation at the 
minimum between the 2- and 100-region calculations is about 13% for a 
sorbed layer volume fraction of 52%. 

The relative error plot is expected to produce a convex shape, as 
shown in Fig. 11, to identify an optimal sorbed layer volume fraction. 
The relative error for each term in the sum of Equation (18) increases 
with the difference between the sorbed layer volume fraction for the 2- 
region calculation and that determined by the threshold criterion in the 
100-region calculation. Since each sample point in composition space 
has a different sorbed layer volume fraction, Equation (18) essentially 
acts as a proxy variable for the average difference between the 
threshold-based sorbed layer volume fraction and the x-axis in Fig. 11. 
The minimum of εS is then at an average of the SS for the 100-region 
calculations with the 80% threshold. Appendix B shows a flowchart 
that describes the process of calculating the deviation εS as a function of 
SS in the 2-region approximation. 

3.4. Case 4 

This case presents a simulation case of diffusion through the central 
and sorbed layers when methane is transported into a tight porous 
medium based on the Marcellus shale data. The initial composition is 
assumed as a binary mixture of 30 mol% n-butane and 70 mol% n- 
decane. The EOS, MPTA, and Lohrenz et al. (1964) viscosity parameters 
for this mixture are given in Table 1. The reservoir properties are shown 
in Table 2. The total reservoir length is 9 m for all cases. Note that the 
simulation in this subsection uses two-region MPTA, and the two regions 
are the central and sorbed layers. 

Since capillary pressure and sorption are fully coupled in the 
compositional transport, we focus on the comparison between two 
simulations using TigRes, Ca/S and nCa/nS; “Ca/S” refers to the simu-
lation including the effects of both sorption and capillary pressure using 
500 grid blocks and “nCa/nS” refers to the simulation without the effects 
of capillary pressure or sorption using 1000 grid blocks. The number of 
grid blocks for each case has been determined by gradually increasing it 
until the calculated results stopped changing. For all simulations, pure 
methane is the fracture fluid composition, and the initial reservoir 
pressure and the boundary pressure are set to 100 bar. In the Ca/S 
simulation, the pressure of the central layer is set to 100 bar. 

Fig. 12 shows the injected and produced moles (a: Ca/S) with 
capillary pressure and sorption, and (b: nCa/nS) without capillary 
pressure and sorption. In this figure, the main difference between the 
two simulations lies in the rates of methane injection (the lightest 

component) and n-decane production (the heaviest component). That is, 
the Ca/S simulation shows the enhanced rates of methane injection and 
n-decane production, in comparison to the nCa/nS simulation. This 
marked difference comes from the compositional segregation in the 
sorbed and central layers and its impact on multicomponent diffusion as 
explained below. Note that this enhanced transport is not because of the 
denser sorbed layer since the inclusion of sorption increases the number 
of initial oil moles in the reservoir by only 7.8%; while the enhancement 
shown in Fig. 12 is a factor more than two after two years. 

Fig. 13 shows the mole fraction profiles for the Ca/S and nCa/nS 
simulations, where Fig. 13a and b give the mole fractions in the sorbed 
and central layers, respectively, while Fig. 13c gives the overall mole 
fractions for the Ca/S simulation. Fig. 13d shows the overall mole 
fractions in the nCa/nS simulation. Fig. 14ab depict the mole fraction 
profiles from the two simulations using ternary diagrams. 

The central-layer composition profiles have a discontinuity near the 
fracture at which the central layer displays a transition from the gaseous 
to oleic phase as shown in Figs. 13 and 15. This transition corresponds to 
a jump across a tie-line with the same fugacity on both ends of this line 
(Fig. 14). Fig. 14 also shows the phase envelope for each simulation at 
the oil-phase pressure on the tie-line after 2000 days. The key difference 
between the Ca/S and nCa/nS simulations is in the compositional 
variation in the single oleic phase as can be seen in Fig. 14. 

The comparison between the two simulations indicates that methane 
has a lower overall concentration near the fracture but reaches much 
deeper into the reservoir in the Ca/S simulation. Likewise, the decrease 
in n-decane mole fraction reaches deeper into the reservoir causing an 
increase in n-decane production (Fig. 12a). Fig. 13a shows that methane 
(the lightest component) is transported deep into the reservoir by 
diffusing through the center of the pore while Fig. 13b shows that n- 
decane (the heaviest component) is diffused primarily through the sor-
bed layer, especially near the fracture. However, n-butane (the inter-
mediate component) does not show preferential partitioning into either 
layer, resulting in a relatively small change in the rate of mass transfer 
across the fracture as shown in Fig. 12. That is, the lightest and heaviest 
components exhibit clear segregation in the central and sorbed layers 
according to their relative affinity for the pore wall. The intermediate 
component serves as an additional degree of freedom in the segregated 
compositional transport in this ternary example. 

The compositional segregation enhances the methane injection and 
n-decane production rates in the Ca/S simulation. The segregated 
transport increased the depth of penetration of the injected methane by 
50% after 2 years as shown in Fig. 13. 

Figs. 13c and 14b show that in the absence of sorption and capillary 
pressure, the n-decane concentration remains nearly constant (immo-
bile) when methane and n-butane show their counter-current diffusion. 
Fig. 13ab and 14a show that the different affinities of methane and n- 
decane for the pore wall enabled their segregated counter-current 
transport. This highlights the clear difference in compositional trans-
port between the two simulations, Ca/S and nCa/nS. 

Tovar et al. (2021) conducted CO2 huff-and-puff experiments with 
Wolfcamp shale and Berea Sandstone cores saturated with dead oil and 
reported the composition of the effluent oil. Table A1 in their paper 
shows that the weight fraction of n-decane in the produced oil from the 
shale core was approximately twice that of the Berea sandstone. How-
ever, the n-butane weight fraction barely changed between the shale and 
sandstone experiments. The difference between the two experiments is 
consistent with the effect of sorption on the cumulative production of 
n-butane and n-decane shown in Fig. 12. 

Fig. 15. Gas saturation profile after 2 years of continuous methane injection 
into a Marcellus shale containing a mixture of 30% n-butane and 70% n-decane 
including both capillary pressure and sorption with a bold line and excluding 
capillary pressure and sorption with a dotted line. The Ca/S plot shows the gas 
saturation profile of the central layer since the sorbed layer remains liquid. 
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4. Conclusions 

This paper presented the implementation of MPTA for modeling the 
equilibrium and transport in the central and sorbed layers in multi-
component diffusion in tight porous media. The diffusion simulations in 
this research highlighted the impact of sorption and capillary pressure 
on multicomponent diffusion. The main conclusions are as follows:  

• Simulation results showed that the sorption and capillary pressure in 
diffusion simulations caused the compositional segregation between 
the central and sorbed layers. The segregation enhanced the rates of 
methane injection and n-decane production in their counter-current 
diffusion. Methane (the lightest) is transported deep into the reser-
voir by diffusing through the central layer while n-decane (the 
heaviest) is diffused primarily through the sorbed layer. N-Butane 
(the intermediate) did not exhibit preferential partitioning into 
either layer, resulting in relatively inefficient transport. The segre-
gated transport enhanced the diffusion rates of methane and n- 
decane more than twice in comparison to the simulation without 
sorption and capillary pressure in the case studied.  

• In the absence of sorption and capillary pressure, the countercurrent 
diffusion occurred between methane (the lightest) and n-butane (the 
intermediate) while n-decane (the heaviest) remained nearly 
immobile. That is, whether the simulation considers the surface-fluid 
interactions, such as sorption and capillary pressure, can substan-
tially affect the compositional transport (e.g., produced fluid 
composition) through tight porous media.  

• The Multicomponent Langmuir model is inaccurate at high pressures 
because it predicts a monotonically increasing level of sorption with 
pressure, and eventually a volumetric density greater than the 
physically allowed limit by the size of individual molecules. The 2-re-
gion MPTA presented in this research can properly account for the 

non-monotonic behavior of excess moles and does not violate the 
maximum density constraint.  

• The MPTA composition distribution using 2 regions can approximate 
the layer composition and molar volume calculated with 100 regions 
by an average deviation of 13% for a ternary mixture while accel-
erating the computation by a factor of 70. 
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Appendix A. Analytical expression for the Jacobian of fugacities including capillary pressure and sorption 

The derivative of the logarithm of fugacity of component i (i = 1,…,Nc) for a single-phase system based on the Peng-Robinson equation of state 
with respect to the number of moles of component j (j = 1,…,Nc) at a fixed total volume is 
(

∂ln fi

∂nj

)

nk∕=j ,V
=

1
n

(
δi,j

xi
+
(
βi + βj

)
F1 + βiβjF2

1 +F7
(
βiβjF3 − αijF5 +

(
βiβj − θiβj − θjβi

)
F6
)
)

(A1)  

where δi,j and n are the Kronecker delta and total number of moles. Other variables in Equation (A1) are intermediate variables defined as 

βi =
bi

b
, (A2)  

αij =

̅̅̅̅̅̅̅̅aiaj
√

a
(
1 − ki,j

)
, (A3)  

θi =
∑Nc

j=1

̅̅̅̅̅̅̅̅aiaj
√ (

1 − kij
)
xj

a
, (A4)  

F1 =
1

κ − 1
, (A5)  

F2 =
2

δ1 − δ2

(
δ1

κ + δ1
−

δ2

κ + δ2

)

, (A6)  

F3 =
1

δ1 − δ2

((
δ1

κ + δ1

)2

−

(
δ2

κ + δ2

)2
)

, (A7) 
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F5 =
2

δ1 − δ2
ln
(

κ + δ1

κ + δ2

)

, (A8)  

F6 =F2 − F5, (A9)  

F7 =
a

bRT
, (A10)  

where ki,j ai and a are the binary interaction parameter and the attraction parameters of component i and the mixture based on the van der Waals 
mixing rules for the Peng-Robinson equation of state. δ1 and δ2 are the constants equal to 1 +

̅̅̅
2

√
and 1 −

̅̅̅
2

√
. The Jacobian of fugacities used to 

compute the Jacobian of the mol balance Equation (13) is given by the chain rule 
(

∂fi

∂nj

)

nk∕=j ,V
= fi

(
∂ln fi

∂nj

)

nk∕=j ,V
(A11) 

The second part of the appendix presents a derivation of the derivative of the logarithm of the fugacity for two-phase systems. This derivative must 
account for the mass transfer of all components between the two phases to satisfy the equilibrium condition gF = 0 where gF is a vector containing the 
functions 

gF
i = ln fig − ln fio,where i = 1,…,Nc (A12) 

and 

gF
Nc+1 =

1
RT
(
Pg − Po − Pcap

)
, (A13)  

where the subscripts g and o denote the gas and oil phase respectively. That is why we first need to obtain the derivative of the number of moles in the 
gas phase with respect to the change in the total number of moles. Let us denote a vector tj which contains the number of moles in phase j ti,j = ni,j (i =

1,…,Nc) and its volume tNc+1,j = Vj. For the derivative of interest, the total volume is constant therefore dtNc+1o = − dtNc+1g. Furthermore, let us 
denote the net change of moles as dng is equal to the first Nc elements of dto + dtg and the net moles and volume transfer (MVT) from the oleic to the 
gaseous phase as dtMVT

g = − dto. The differential change in gF is then 

dgF =
∂gF

∂tg
dtg +

∂gF

∂to
dto =

(
∂gF

∂tg
−

∂gF

∂to

)

dtMVT
g +

∂gF

∂ng
dng. (A14)  

In Equation (A14), the ∂gF

∂ng 
is a (Nc +1) × Nc matrix, where the first Nc rows and Nc columns of ∂gF

∂ng 
are equal to Equation (A1), and the Nc+1 row is equal 

to 

∂gF
Nc+1

∂ni,g
=

1
RT

(
∂Pg

∂ni,g

)

nj,g ,Vg

=
1

nb2

(
F7

κ2 (F2 − F3) − F2
1

)

, (A15)  

where i = 1,...,NC and κ = V/b. The derivatives of gF with vector t is a (Nc +1) × (Nc +1) matrix containing 4 separate blocks 

∂gF

∂tg
−

∂gF

∂to
=

(
∂gF

∂tMVT
g

)

=

(
Q u
vT s

)

, (A16)  

where Q is a Nc × Nc matrix consisting of 

Qij =
∂ln fi

∂nj,g
+

∂ln fi

∂nj,o
, (A17) 

where i=1,…,NC and j=1,…,NC. v is a vector consisting of 

vi =
1

RT

(
∂Pg

∂ni,g
+

∂Po

∂ni,o
−

∂Pcap

∂ni,g
−

∂Pcap

∂ni,o

)

, (A18)  

where i=1,...,NC. u is a vector consisting of 

ui =
1

RT

(
∂Pg

∂ni,g
+

∂Po

∂ni,o

)

,where i= 1,…,Nc. (A19) 

s is a scalar expressed as 

s =
1

RT

(
∂Pg

∂Vg
+

∂Po

∂Vo
−

∂Pcap

∂Vg
−

∂Pcap

∂Vo

)

, (A20) 
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where i=1,...,NC. In Equations A19 and A20, Pcap is the capillary pressure and its derivative depends on the specific model used in the flash calculation. 
For a system at equilibrium, dgF = 0, the derivative in the moles and volume transfer from the gaseous phase to the oleic phase dtMVT

g with respect to a 
change of net moles dng 

(
dtMVT

dng

)

gF
= −

(
∂gF

∂tMVT
g

)− 1
∂gF

∂ng
. (A21) 

The total derivative of the number moles and volume tg in the gaseous phase with respect to the total number of moles at a constant gF is then 

dtg

dn
= I −

(
∂gF

∂tMVT
g

)− 1
∂gF

∂ng
(A22)  

where I is a (Nc +1) × Nc matrix which contains the identity matrix in its first Nc rows and its last row contains zeros. The derivative of the logarithm 
of the fugacity at a constant g is then 
(

∂ln f
∂n

)

V,gF
=

(∂ln f g

∂tg

)(

I −

(
∂gF

∂tMVT
g

)− 1
∂gF

∂ng

)

, (A23)  

where 
(

∂ln f g
∂tg

)
is a Nc × (Nc +1) matrix where the first Nc rows contain Equation (A1) evaluated on the gas phase and the (Nc +1) row contains 

∂ln fi,g

∂tNc+1,g
=

∂ln fi,g

∂Vg
= −

1
RT

(
∂Pg

∂ni,g

)

nj,g ,Vg

, (A24)  

where i = 1,...,NC. The final part of this appendix presents the expression for the derivative of the logarithm of fugacity when sorption is included using 
a 2-region MPTA. In this part of the appendix, subscripts denote the region index for regions 1 and 2. The equilibrium solution in the 2-region MPTA is 
gS = 0 where the function gS is defined in Equation (6). Let us denote the net change of moles as dntot = dn1 + dn2 and the net moles transfer (MT) from 
region 2 to region 1 as dnMT

1 = − dn2. 
The differential change in gS is then 

dgS =

(
∂ln f 1

∂n1

)

V
dn1 +

(
∂ln f 2

∂n2

)

V
dn2 =

((
∂ln f 1

∂n1

)

V
+

(
∂ln f 2

∂n2

)

V

)

dnMT
1 +

(
∂ln f 1

∂n1

)

V
dntot, (A25)  

where 
(

∂ln f1
∂n1

)

V 
and 

(
∂ln f2

∂n2

)

V 
are the derivatives of the logarithm of fugacity for regions 1 and 2 respectively given by Equation (A1) or A24 depending 

on whether the region contains a single or two phases. Applying the equilibrium condition gS = 0 on Equation (A25) gives the derivative of the total 
number of moles in region 1 as 

dn1

dntot
= I −

((
∂ln f 1

∂n1

)

V
+

(
∂ln f 2

∂n2

)

V

)− 1(∂ln f 1

∂n1

)

V
, (A26)  

where I is a Nc × Nc Identity matrix. Finally, Equations 1, 9, and A26 give the derivative of the logarithm of fugacity with respect to the number of 
moles 
(

∂ln f 2

∂ntot

)

V
=

(
∂ln f 1

∂ntot

)

V
=

(
∂ln f 1

∂n1

)

V

(

I −
((

∂ln f 1

∂n1

)

V
+

(
∂ln f 2

∂n2

)

V

)− 1(∂ln f 1

∂n1

)

V

)

. (A27)  

Appendix B. Optimization of SS 

The following flow chart presents the procedure for estimating the deviation between the 2-region calculation and the 100-region calculation as a 
function of the fixed sorbed layer volume fraction SS,2 used in the 2-region approximation. To obtain the optimal SS,2, the following procedure is 
repeated at different SS,2 until a minimum average deviation εS is obtained. In the second box after the “start” step, the flow chart uses the variable 
Vguess to represent an initial guess for the total molar volume of the pore which must be updated until the bulk pressure reaches the desired value. This 
iterative update is necessary since the algorithm presented in this paper calculates the equilibrium at fixed moles and volume and is unable to 
analytically solve for the bulk pressure. 
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